A probabilistic model of chronological errors in layer-counted climate proxies: applications to annually banded coral archives
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Abstract. The ability to precisely date climate proxies is central to the reconstruction of past climate variations. To a degree, all climate proxies are affected by age uncertainties, which are seldom quantified. This article proposes a probabilistic age model for proxies based on layer-counted chronologies, and explores its use for annually banded coral archives. The model considers both missing and doubly counted growth increments (represented as independent processes), accommodates various assumptions about error rates, and allows one to quantify the impact of chronological uncertainties on different diagnostics of variability. In the case of a single coral record, we find that time uncertainties primarily affect high-frequency signals but also significantly bias the estimate of decadal signals. We further explore tuning to an independent, tree-ring-based chronology as a way to identify an optimal age model. A synthetic pseudocoral network is used as testing ground to quantify uncertainties in the estimation of spatiotemporal patterns of variability. Even for small error rates, the amplitude of multidecadal variability is systematically overestimated at the expense of interannual variability (El Niño–Southern Oscillation, or ENSO, in this case), artificially flattening its spectrum at periods longer than 10 years. An optimization approach to correct chronological errors in coherent multivariate records is presented and validated in idealized cases, though it is found difficult to apply in practice due to the large number of solutions. We close with a discussion of possible extensions of this model and connections to existing strategies for modeling age uncertainties.

1 Introduction

A peculiar feature of the Earth sciences is that the independent variable used to peer into Earth’s past (the age of the sample) is always uncertain to some degree. In paleoclimatology, time uncertainties depend on the record’s structure, which belongs to one of two categories:

1. **Tie-point chronologies**, which include most sedimentary and speleothem archives. Such records are dated via a one-to-one mapping between sample depth and age (that is, an age model). This model typically assumes a piecewise-continuous accumulation rate, constrained by a relatively small number of radiometrically determined tie points (e.g., \(^{14}\)C dates for sedimentary archives, or U/Th dates for speleothem archives). Alternatively, when radiometric dating proves impossible, records are often dated by “tuning” to a reference chronology, either derived astronomically (orbital tuning; e.g., Bender, 2002; Hays et al., 1976; Lisiecki and Raymo, 2005; Martinson et al., 1982) or derived from a better-constrained chronology such as the GISP2 record (Grootes et al., 1993) or the Hulu Cave chronology (Wang et al., 2001).

2. **Layer-counted chronologies**, for instance tree rings, varved sediments, ice cores, some speleothems and annually banded corals. For such records, a chronology is obtained by equating the layer count with the number of years or seasons of archive accumulation...
elapsed since the creation of the topmost (most recent) observed layer. Equivalently, layers may be identified through observation of a seasonally or annually varying quantity such as isotopic composition (Fairbanks and Dodge, 1979). Layer-counted chronologies are assigned ages relative to a modern tie point unless supplemented by independent age controls, such as by radiometric dating (e.g., Cobb et al., 2003; Shen et al., 2013), and often assume continuous time resolution unless observations indicate otherwise (e.g., St. George et al., 2013).

Although records from banded archives can often reach subannual precision, they are not time certain and these uncertainties can have a large influence on variability and coherence between the records. Tree-ring chronologies are generally considered the most accurately dated, because – unlike other proxy types – they are often built from a large number of records. Nonetheless, they require adjustments (cross-dating) to optimize coherence across nearby sites (e.g., Douglass, 1941; Fritts, 1976; Wigley et al., 1987; Cook and Kairiukstis, 1990; Yamaguchi, 1991; Stokes and Smiley, 1996). Similarly, although the quoted uncertainty on ice core layer counting is typically on the order of 2% (Alley et al., 1997b), this value reflects the reproducibility from one chronologist to the next, not the uncertainty about the true date. Seimon (2003) thus showed how two nearby Andean ice cores (Thompson et al., 1985) differed widely when plotted against their published timescales, but that simple adjustments based on volcanic tephra markers could bring the records into excellent agreement. Finally, Emile-Geay et al. (2013) showed how minor age uncertainties in several high-resolution records (in particular coral chronologies) could mute interannual signals in a multiproxy reconstruction of tropical Pacific sea surface temperature.

Time uncertainties pose a serious challenge to the analysis of paleoclimate signals, as the mathematical machinery devoted to time series analysis (e.g., spectral analysis, singular spectrum analysis, wavelet analysis) or multivariate analysis (e.g., principal component analysis, regression analysis, climate field reconstruction) implicitly assumes a perfectly known time axis. In the non-banded case, this problem was recognized early on and motivated the use of tuning, though this approach is not without dangers (Blaauw, 2012). Recently, several studies have chosen instead to explicitly take time uncertainties into account (Huybers and Wunsch, 2004; Blaauw, 2010; Haam and Huybers, 2010; Blaauw and Christen, 2011; Rhines and Huybers, 2011; Breitenbach et al., 2012; Anchukaitis and Tierney, 2012), which has greatly helped quantifying the uncertainties inherent to the interpretation of climate signals in such records.

To our knowledge, banded records have not spurred similar modeling efforts, with the notable exception of Rhines and Huybers (2011), whose model targeted long ice-core chronologies like that of GISP2 (Alley et al., 1997b). Their study used a discrete random walk, which assumes that the probability of missing a band, or counting a band twice, is symmetric. However, these probabilities are likely asymmetric for most proxies. Further, the model forced the authors to make some unphysical choices in order to match published estimates of age uncertainties. The model we propose is formulated more intuitively in terms of the probabilities of miscounting a band, and naturally allows for asymmetries in the probability of missing or doubly counting a band. Our work also applies the model to multivariate data sets and explores ways to correct for age errors using information shared amongst similar records.

Since dendroclimatology has dealt with layer-counted chronological errors for decades, it would be tempting to draw from their extensive literature for other proxy classes. Unfortunately, extending dendrochronological techniques to other proxy types spanning large spatial scales is problematic, because cross-dating relies on the existence of a strong common signal shared among series. This assumption is well suited to trees within a restricted biome but may no longer be valid for other proxy types with banded age models (ice cores, annually banded corals, varved sedimentary records), either because too few (if any) replicates are available at a given site or because one is interested in synchronizing records across a wide geographical area (e.g., a pan-Pacific coral network), where the common signal may be weaker. Nevertheless, this approach was successfully applied to replicated coral records from the reefs offshore of Amédée Island, New Caledonia (DeLon et al., 2007; DeLong et al., 2013), and from the Gulf of Mexico (DeLong et al., 2011).

In this article we propose a new probabilistic age model for layer-counted records (Sect. 2.1) and use it to quantify the consequences of such errors in single- and multiproxy applications. Implicit in our approach is the assumption that optimal sampling strategies were utilized, so chronological errors are a leading source of uncertainty. We first use the model to quantify the uncertainty associated with spectral estimates from univariate coral series (Sect. 2.2). We then generalize this framework to the multivariate setting (Sect. 3.1), evaluating the impact of chronological uncertainties on principal component analysis derived from a pan-Pacific coral network (Sect. 3.3). Leveraging the mutual information from these signals, we then propose a method to correct for age uncertainties in banded records (Sect. 4), which we validate on synthetic data. Discussion follows in Sect. 5.

## 2 Banded age model: design and application

### 2.1 Univariate model formulation

We denote a banded time series as $\{x_i, t_i\}$, where $x_i$ is the sequence of $n$ observations and $t_i$ its corresponding chronology (i.e., the $i$th measurement $x_i$ is assigned a time $t_i$ for $i$ taking values in $\{1, \ldots, n\}$). The time axis is modeled as follows: starting from the most recent observation (collection date)
$t_1 = t_i$, whose date is assumed to be known exactly, earlier times are deduced by assuming that observations are consecutive (see Fig. 1), so previous observations $t_i, i \in \{2, \cdots, n\}$ follow the relation

$$t_i = t_{i-1} - \Delta_i,$$  

(1)

where $\Delta$ is a vector of time increments taking integer values. In this study, we do not consider records derived from multiple-year sampling intervals (Linsley et al., 2006, 2008) nor bulk averages (Hendy et al., 2002; Calvo et al., 2007), which are straightforward extensions of our model. Thus, for error-free annually banded proxies, $\Delta_i = \Delta = 1$ year exactly (Fig. 1a). Several sources of error, however, may perturb this ideal chronology. For instance, a coral may fail to form a band during a year of particularly poor growing conditions (related to water turbidity, excessive temperature, or other ecological factors) or years may be missing due to sampling artifacts (e.g., core breaks); a tree may fail to form an annual growth increment in an excessively dry or cold year; an ice core may miss a layer due to low deposition or high wind ablation that year; and a varved sediment core may miss a year because of low productivity in that particular year. Conversely, a single (large) coral band, in a fast growth state, may be associated with two (multiple) consecutive years instead of a single one. Additionally, stress bands or changes in growth orientation (e.g., Fig. 1c) may also create “false” secondary bands (see Alibert and Kinsley, 2008; DeLong et al., 2013). Thus, in reality, each entry $\Delta_i$ can take any positive integer value (to preserve the layer superposition principle), although $\Delta_i = 1$ most of the time. Considering that error rates are typically asymmetric (with double counting being more common than missing years; DeLong et al., 2013), we use a stochastic model (Appendix A), in which the increment vector comprises two independent stochastic processes $P^{\theta_1}$ and $P^{\theta_2}$, with parameters $\theta_1$ and $\theta_2$, representing the rates of missing and doubly counted bands, respectively.

Age errors are cumulative: for a 100-year-long record, an error rate of 5% for $\theta_1$ and $\theta_2$ will lead to offsets as large as $\pm 5$ years by the beginning of the sequence, with a probability of $\sim 15\%$ (cf. the shifted initial dates of the perturbed signals in Fig. 2b). Although there is partial compensation between over- and undercounting, leading to a zero expected offset in the symmetric case, this expectation is misleading. Indeed, assuming the independence of age errors from one record to another, there is a roughly 2% chance that the oldest date of each record will be offset by as many as 10 years (Eq. A7). Though such probability is low, it is non-negligible, and we shall see in Sect. 3.3 that in the case of a multivariate data set it may severely bias the estimation of spatiotemporal modes of variability, far beyond the annual scale.

This error model may be used in two ways, as illustrated in Fig. 2 with simple sinusoidal signals:

i. Starting from an error-free chronology (Fig. 2a), one may perturb it by randomly removing or duplicating layers when $P_i^{\theta_1} \geq 1$ or $P_i^{\theta_2} \geq 1$, and linearly reassigning time to the corresponding observations (Fig. 2b). This allows one to explore the effect of age errors in idealized scenarios.

ii. Starting from a real chronology, which inevitably contains errors (Fig. 2b), one may use the model to generate plausible corrections, given some knowledge of the miscounting rate (Fig. 2c shows the signals corrected with the true-age model). In this case, extra data entries must be inserted where $P_i^{\theta_1} \geq 1$, while layers must be removed where $P_i^{\theta_2} \geq 1$.

The former case requires interpolation of the data where layers are believed to be missing. While linear interpolation is often used for simplicity, it tends to suppress high-frequency variability, hence potentially distorting a record’s spectrum. To preserve the intrinsic autocorrelation structure of the time series, we use singular spectrum analysis (SSA; Broomhead and King, 1986; Fraedrich, 1986; Vautard and Ghil, 1989) and its missing value counterpart (SSAM) (Schoellhamer, 2001) to reconstruct the time series including miscounted layers. SSAM was shown to preserve the variance for as many as $\frac{M}{2}$ missing points within a sliding window of size $M$ (Schoellhamer, 2001). In specific applications, other methods would be relevant (e.g., the Lomb–Scargle periodogram (Mudelsee et al., 2009) for spectral analysis with missing data), but interpolating with SSAM allows us to apply other analysis methods without further modification, which will prove useful in multivariate applications (Sect. 3).
Isdale et al. shows the multi-taper method (MTM; DeLong et al., 1998), chosen for its particularly long, continuous time series. We thus assume a (Chave et al., 2013) adjusted age assignments of (Thomson, 2011) for each age model realization with a conservative error rate of 0.05 for both missing and doubly counted annual bands (i.e., $\theta_1 = \theta_2 = 0.05$) and generate an ensemble of plausible chronologies generated with our model. They then used this property to align the older sequences, errors. Learning from other data series with more replicated and accurate chronologies can then be used to choose an optimal chronology from an ensemble of plausible chronologies.

For example, Li et al. (2011) adjusted age assignments of U/Th-dated fossil Palmyra Island corals, observing that the correlation between the nominally dated modern record, and the robust method of Chave et al. (1987) and its associated jackknife intervals.

To check that those results are not an artifact of the choice of coral time series, we repeat this analysis on a $\delta^{18}$O record from Palmyra Island (Cobb et al., 2003). Figure 3c shows the cold-season average (December-January-February, DJF) of a continuous splice (1636–1703) of this record, together with the width of the age-perturbed ensemble using $\theta_1 = \theta_2 = 0.05$. Figure 3d shows the impact of age uncertainties on the estimated spectrum, and confirms the previous results: spectral energy of time-uncertain data sets leaks from the interannual band to lower frequencies, but chronologically uncertainties generally produce narrower intervals than those due to the spectral estimation process. Although this record was obtained from a fossil sample for which the topmost layer was U/Th dated, in this experiment we did not include the U/Th dating uncertainties since no spectral deformation should arise from sliding the whole sequence across the U/Th error window.

### 2.2 Uncertainty quantification in coral records

The above model is now applied to two coral data sets. The first one is the Havannah Island fluorescence record (Isdale et al., 1998), chosen for its particularly long, continuous time span. Because the record already contains dating inaccuracies, we attempt to correct for age errors as explained in Sect. 2.1(ii). The age uncertainty in coral records is not usually known, because many of them are not site-replicated. However, DeLong et al. (2013) suggested an error rate from −2.1 to 3.7% in unreplicated samples. Error rates may be higher at sites with weak seasonality (Fig. 1b) or in cores with varying growth structures (Fig. 1c). We thus assume a conservative error rate of 0.05 for both missing and doubly counted annual bands (i.e., $\theta_1 = \theta_2 = 0.05$) and generate an ensemble of 1000 plausible age-corrected realizations. The 95% confidence interval (CI) of the realization ensemble is shown along with the original time series in Fig. 3a.

The corresponding spectral densities were estimated in Fig. 3b using the multi-taper method (MTM; Thomson, 1982) for each age model realization with a conservative time-bandwidth product of $7/2$ (results are insensitive to this choice).

It is generally presumed that dating errors should affect the estimation of interannual variance most strongly, but only negligibly affect decadal signals. Figure 3b shows this expectation to be approximately correct, though the impact on decadal variability is substantial. Indeed, the width of the confidence bands roughly triples from periods of 50–5 years.

It is, however, noteworthy that the spectral uncertainties due to the age perturbations (shaded area) are markedly narrower than the uncertainties in the spectral estimates themselves (dashed lines, obtained via standard $\chi^2$ intervals), even though a widening of the ensemble spread can be observed as the frequency increases. This result persists with the robust method of Chave et al. (1987) and its associated jackknife intervals.

Figure 4. The phase distortion of coherent signals due to miscounted annual bands with $\theta_1 = \theta_2 = 0.05$ and a collection of a continuous splice (1636–1703) of this record, together with the width of the age-perturbed ensemble using $\theta_1 = \theta_2 = 0.05$. Figure 3d shows the impact of age uncertainties on the estimated spectrum, and confirms the previous results: spectral energy of time-uncertain data sets leaks from the interannual band to lower frequencies, but chronologically uncertainties generally produce narrower intervals than those due to the spectral estimation process. Although this record was obtained from a fossil sample for which the topmost layer was U/Th dated, in this experiment we did not include the U/Th dating uncertainties since no spectral deformation should arise from sliding the whole sequence across the U/Th error window.

### 2.3 Age model identification

We have shown how the model described in Sect. 2.1 can be used to generate ensembles of plausible chronologies for any banded record given some a priori estimate of chronological errors. Learning from other data series with more replicated and accurate chronologies can then be used to choose an optimal chronology from an ensemble of plausible chronologies. For example, Li et al. (2011) adjusted age assignments of U/Th-dated fossil Palmyra Island corals, observing that the correlation between the nominally dated modern record, and the first principal component of the North American Drought Atlas (NADA PC1), interpreted as a proxy for El Niño–Southern Oscillation (ENSO)-related hydroclimatic variability, was highly significant over the 1891–1994 time period. They then used this property to align the older sequences, before the onset of the instrumental period, to NADA PC1 within the range of U/Th dating error. To identify an optimal chronology, we similarly choose the realization that maximizes the correlation between the Palmyra coral record and the NADA PC1 during their periods of overlap (Fig. 4). As in Li et al. (2011), we account for the estimated ±10 years U/Th dating errors by shifting the final time $t_f$ of the ensemble of plausible chronologies generated with our model across a 21-year window, so the ensemble size is 20 times larger than in the known $t_f$ case. For convergence purposes, here we chose to use an ensemble size of $10^4$ and the same...
error rates as in the previous section ($\theta_1 = \theta_2 = 0.05$). The selected chronologies (blue curves in the top Fig. 4) improve the correlation coefficient of the individual series to NADA PC1 by a factor of 3 relative to the published chronologies (before dating errors were corrected). Those results are comparable to the improvement obtained in Li et al. (2011) after adjustments.

A caveat of this approach is that it assumes a perfectly known NADA PC1 chronology, whereas in reality it is also estimated from layer-counted archives. For a full appraisal of uncertainties in this synchronization process, one would ideally apply this approach to the NADA records as well. However, the large number of cross-dated tree-ring chronologies in NADA (several thousand over this time interval) makes it likely that these uncertainties are negligible compared to those associated with coral dating.

### 3 Multivariate generalization

Climate proxies are increasingly used as part of large-scale data syntheses (e.g., PAGES2K Consortium, 2013; Marcott et al., 2013; Tierney et al., 2013; Tingley and Huybers, 2013). We thus generalize the previous model to the case of a multivariate network and investigate the effect of age errors on the estimation of spatiotemporal modes of climate variability.

#### 3.1 Model formulation

Let us consider a multivariate banded data set $\{\zeta, \tau\}$, with $\zeta$ the data matrix containing $n$ proxy measurements at $p$ locations (for instance, $\delta^{18}$O or Sr/ Ca) and $\tau$ the time matrix. Each entry $\zeta_{ij}, (i, j) \in \{1, \ldots, n\} \times \{1, \ldots, p\}$ corresponds to the $i$th observation at the $j$th location, and is assigned a time $\tau_{ij} = t_{ij}^{(j)}$. At each location $j$, miscounting events are represented by independent stochastic processes $P^{(1)}$ and $P^{(2)}$ (for missing and double bands, respectively; see Appendix A). This formulation allows different error parameters $\theta_{1j}$ and $\theta_{2j}$ for each location $j$.

As in Eq. (A3), errors are cumulative and may lead to important age offsets in the earlier portions of the data set. To see this, consider the situation depicted in Fig. 2, which considers five coherent, monochromatic signals. Age errors on these harmonic signals were simulated according to Eq. (A5), using $\theta_{1j} = \theta_{2j} = 0.05$. The figure illustrates how even small age offsets introduce phase distortion that lowers the coherency between signals, producing an apparent amplitude modulation of the periodic component, whose amplitude appears to grow over time. In Sect. 4 we exploit this property to identify age models based on their ability to correct for this loss of coherency.

#### 3.2 Pseudocoral benchmark

To illustrate the use of the model described above, and to validate our approach, we need a data set that is free of chronological errors and measurement noise. We thus consider a “pseudocoral” network of 22 corals, derived from simulated climate fields. Pseudocoral locations (Table 1) were chosen to mimic the position of publicly available 1 coral $\delta^{18}$O observations with a resolution better than 2 months (Fig. 5).

The pseudocoral observations $C = \{\zeta, \tau\}$ were simulated according to the forward model of Thompson et al. (2011), a simple representation of the effects of temperature and sea water isotopic variation on the oxygen isotope composition of coral aragonite:

\[
\xi_{ij} = a_1 \text{SST}_{ij} + a_2 \text{SSS}_{ij} + \sigma \cdot \epsilon_{ij},
\]

\[1\text{http://www.ncdc.noaa.gov/paleo/corals.html}\]
Fig. 4. Palmyra relict coral $\delta^{18}O$ records (top): published data SB3 in red, SB8 in orange and SB13 in brown (Cobb et al., 2003); the shaded area is the 95% confidence interval of the ensemble of realizations with final time shifted $t_1 \pm 10$ years and $\theta_1 = \theta_2 = 0.05$, and the blue chronology corresponds to the realizations that maximize the correlation with the first principal component of the NADA record (bottom) over each continuous section. For SB3, there were 2 added years and 2 removed years, and $t_f$ was shifted by $-2$ years. For SB8, there were 2 added years and 2 removed years, and $t_f$ was shifted by 5 years. For SB13, there were 1 added year and 2 removed years, and $t_f$ was shifted by $-6$ years. The correlation coefficients with NADA PC1 are also shown, wherein $\rho$ is computed using the aligned Palmyra chronologies, and $\rho_0$ using the original chronologies.

where $a_1$ and $a_2$, locally constant coefficients, describe the dependence of oxygen isotopic equilibrium on the temperature of carbonate formation and the regional relationship between SSS and sea water $\delta^{18}O$, respectively. $\epsilon \sim N'(0, 1)$ is an uncorrelated standard Gaussian white-noise process, and SST and SSS stand for sea surface temperature and sea surface salinity, respectively. Thompson et al. (2011) demonstrated that this simple model of $\delta^{18}O_{\text{coral}}$ is able to capture the dominant modes of variability observed in corals when driven with instrumental SST and SSS.

The SST and SSS fields were extracted from the CMIP3 “H1” simulation of the Geophysical Fluid Dynamics Laboratory (GFDL) Coupled Model 2.0 (Knutson et al., 2006). The GFDL CM2.0 model is a state-of-the-art coupled general circulation model whose performance at simulating tropical Pacific climate is extensively described (Wittenberg et al., 2006; Capotondi et al., 2006; Vecchi et al., 2006; Kug et al., 2010; Xie et al., 2010). Briefly, the model successfully captures the observed annual-mean trade winds and precipitation, sea surface temperature, surface heat fluxes, surface currents, Equatorial Undercurrent, and subsurface thermal structure. CM2.0 displays a robust ENSO with multidecadal fluctuations in amplitude, an irregular period between 2 and 5 years, and a distribution of SST anomalies that is skewed toward warm events as observed. Although the model is limited by biases common to other coupled GCMs, it provides a virtual laboratory of adequate realism to explore the impact of pseudocoral sampling with chronological errors. The data cover the interval [1860, 2000]; the monthly output was averaged over the DJF months to sample the period of most intense ENSO teleconnections. Our pseudocoral matrix thus contains $n = 140$ samples at $p = 22$ sites.

In the remainder of the paper, we will use C, the pseudocoral observation matrix and chronology, as a multivariate testing ground for our method – in effect, a perfect model scenario. For this study, we limit ourselves to the noiseless case where $\sigma = 0$, though in principle one would have to account for observational noise. Since our interest lies primarily in assessing uncertainties arising from chronological errors, a noise-free matrix is an appropriate first step. We generate an ensemble of age-perturbed realizations of the pseudocoral data set by disturbing the chronology $\tau$ according to the model of Sect. 3.1 using again $\theta_1 = \theta_2 = 0.05$.

3.3 Uncertainty quantification

Inspired by the work of Anchukaitis and Tierney (2012), we first seek to quantify the effect of age uncertainties on the estimation of spatiotemporal modes of variability. Since the CM2.0 model simulates a vigorous ENSO, we seek to answer the following question: were tropical climate variability sampled according to the network of Table 1, how faithfully would ENSO variability be captured in the presence of chronological uncertainties? Figure 5 shows the result of a principal component analysis applied on the error-free network, together with an identical analysis applied to the time-uncertain ensemble. The visualization is analogous to that of Tierney et al. (2013, their Fig. 2).

The unperturbed mode accounts for 25% of the total variance, and is dominated by the contributions of central and eastern Pacific pseudocorals. Its principal component (PC) is characterized by a concentration of variance in the interannual band (Fig. 5c, red curves), and its spatial structure (light colored dots with white outline) closely matches the SST pattern obtained by regressing the principal component onto the SST field, meaning that SST dominates SSS in Eq. (2), at least on interannual timescales. The same map presents results from the time-uncertain ensemble, showing that in the presence of time uncertainties the vast majority of strong positive loadings (dark-colored disks, circled in black) tend to shrink compared to their unperturbed counterparts (light-colored disks, circled in white). The picture is less clear for negative loadings, but those exert a lesser control on the overall structure. In the age-uncertain ensemble, the amount of variance explained by the ENSO mode ranges between 6 and 10% (median value: 8%) down from 25% for the error-free data. In such cases, the ENSO mode thus ceases to be the leading mode, as most of its energy is transferred to a trend mode similar to the one identified by Thompson
Table 1. List of coral locations used for the EOF analysis of Fig. 5. The records were obtained from the database of Emile-Geay and Eshleman (2013) after selecting data sets that record δ¹⁸O and cover the period 1860–1980.

<table>
<thead>
<tr>
<th>Site</th>
<th>Measurement</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Range</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Abrolhos</td>
<td>δ¹⁸O</td>
<td>28.46° S</td>
<td>113.77° E</td>
<td>1794–1994</td>
<td>Kuhnert et al. (1999)</td>
</tr>
<tr>
<td>2 Amedee Light.</td>
<td>δ¹⁸O</td>
<td>22.48° S</td>
<td>166.45° E</td>
<td>1660–1993</td>
<td>Quinn et al. (1998)</td>
</tr>
<tr>
<td>5 Guam</td>
<td>δ¹⁸O</td>
<td>13.00° N</td>
<td>145.00° E</td>
<td>1790–2000</td>
<td>Asami et al. (2005)</td>
</tr>
<tr>
<td>8 Laing</td>
<td>δ¹⁸O</td>
<td>4.15° S</td>
<td>144.88° E</td>
<td>1884–1993</td>
<td>Tudhope et al. (2001)</td>
</tr>
<tr>
<td>10 Madang</td>
<td>δ¹⁸O</td>
<td>5.22° S</td>
<td>145.82° E</td>
<td>1880–1993</td>
<td>Tudhope et al. (2001)</td>
</tr>
<tr>
<td>11 Mafia</td>
<td>δ¹⁸O</td>
<td>8.02° S</td>
<td>39.50° E</td>
<td>1622–1722</td>
<td>Damassa et al. (2006)</td>
</tr>
<tr>
<td>13 Maiana Atoll</td>
<td>δ¹⁸O</td>
<td>1.00° N</td>
<td>173.00° E</td>
<td>1840–1994</td>
<td>Urban et al. (2000)</td>
</tr>
<tr>
<td>14 Mentawai</td>
<td>δ¹⁸O</td>
<td>0.13° S</td>
<td>98.52° E</td>
<td>1858–1997</td>
<td>Abram et al. (2008)</td>
</tr>
<tr>
<td>15 Moorea</td>
<td>δ¹⁸O</td>
<td>17.50° S</td>
<td>150.00° W</td>
<td>1852–1990</td>
<td>Boiseau et al. (1998)</td>
</tr>
<tr>
<td>17 Palmyra</td>
<td>δ¹⁸O</td>
<td>5.88° N</td>
<td>162.00° W</td>
<td>1886–1998</td>
<td>Cobb et al. (2001)</td>
</tr>
<tr>
<td>21 Ras Umm Sidd</td>
<td>δ¹⁸O</td>
<td>27.85° N</td>
<td>34.31° E</td>
<td>1751–1995</td>
<td>Felis et al. (2000)</td>
</tr>
<tr>
<td>22 Secas</td>
<td>δ¹⁸O</td>
<td>7.98° N</td>
<td>82.00° W</td>
<td>1707–1984</td>
<td>Linsley et al. (1994)</td>
</tr>
</tbody>
</table>

Fig. 5. Spatiotemporal uncertainty quantification on a pseudocoral network. (a) EOF loadings (circles) corresponding to the ENSO mode of an ensemble of age-perturbed pseudocoral records with miscounting rate θ = 0.05. EOF loadings for error-free data are shown in light colors circled in white, while the median and 95 % quantile are shown by dark disks and black-circled disks, respectively. Contours depict the SST field associated with the mode’s principal component (PC) (b), whose power spectrum is shown in (c). Results for the time-uncertain ensemble are shown in blue: median (solid line), 95 % confidence interval (light-filled area) and interquartile range [25–75 %] (dark-filled area). Results for the original (error-free) data set are depicted by solid red lines. Dashed red lines denote χ² error estimates for the MTM spectrum of the error-free data set.
et al. (2011). In our case, the importance of this mode is mainly an artifact of dating errors. A spectral analysis of the age-perturbed PC (Fig. 5c, blue colors) shows a systematic increase in multidecadal variability (10–50-year periods) at the expense of interannual variability. The transfer of power from high to low frequencies may be seen by computing the spectral slope $\beta$, where we fit the model $S(f) \propto f^\beta$ to the continuum of each spectrum ($f \leq 1/15$). The spectrum of the unperturbed ENSO PC has a slope $\beta_m = -0.72$, while the age-perturbed ensemble shows values centered around a median value $\beta_m = -0.22$ with an interquartile range of $[-0.41, 0]$. The loss of coherency thus has the effect of flattening the spectrum of the ENSO mode. Even when the error rate is 50 times smaller ($\theta = 0.001$), one still observes that age uncertainties tend to exaggerate multidecadal (20 years and longer) variations at the expense of interannual variations (Fig. 6). This may explain why Ault et al. (2009) found, using a similar PCA approach, that their coral network exhibited very energetic variability at such scales, with an amplitude that grew back in time. The presence of small age uncertainties could explain part of the multidecadal power enhancement they observed in the late nineteenth century, since fewer instrumental observations were available to provide chronological anchors to coral time series at that time than in the twentieth century. Our analysis suggests that the accumulation of age model uncertainty is one possible — non-climatic — explanation for this apparent enhancement of low-frequency variability in an all-coral network, though a more detailed investigation (incorporating knowledge of error rates in each of their records) would be required to evaluate this quantitatively.

4 Coherence-based identification of age models

As in Sect. 2.3, one would like to choose an optimal chronology among the ensemble of competing age models. To do so, we apply an optimization principle based on the idea that all pseudocorals in our network share some information about a common signal (ENSO in our pseudocoral benchmark). Indeed, coral networks have been shown to record spatiotemporally coherent climate modes (Evans et al., 1998, 2000, 2002), a property shared by our pseudocoral network benchmark (Fig. 5). Moreover, we showed in Sect. 3.3 that chronological errors lead to a loss of coherency among records; that is, we expect age errors to lower interannual coherency among records compared to what it might otherwise be. While chronological uncertainty is not the only source of discrepancies among records (indeed the sampling of corals alone may be challenging due to their biologically mediated origins of layers), several studies (Hendy et al., 2002; DeLon et al., 2007; DeLong et al., 2013) highlight chronological uncertainties associated with coral reconstructions as a main cause for loss of coherency between records. One way to correct for this effect is to pick the age model that maximizes interannual coherency between measurements.

In practice, we generate an ensemble of $L = 10^5$ time perturbations $\Delta = \{\Delta^{(1)}, \Delta^{(2)}, \ldots, \Delta^{(L)}\}$ according to Eq. (A5), and choose an optimal chronology amongst those realizations. The optimization principle is described next.

4.1 Optimization scheme

Because age errors tend to lower coherency amongst records (Fig. 2), the quantity we seek to maximize is the generalized magnitude squared coherency (GMSC; Chakrabarty et al., 2002; Ramirez et al., 2008, 2010), an extension of the traditional coherency to more than two time series. More precisely, we maximize this quantity over the interannual band, where age perturbations have the largest effect on coherency. The method proceeds as described in Algorithm 1 (Table 3).

4.2 Method validation

To check that the above principle can identify the correct age model, we employ the following strategy. A reference age-perturbation process is used to alter the chronology of the error-free pseudocoral data set described in Sect. 3.3. We...
then generate an ensemble of age corrections (Sect. 3.1), for the reference perturbed data set \( C^* := (\xi^*, \tau^*) \) yielding an ensemble of candidate age-corrected data sets, and apply the optimization scheme described above. We then verify the validity of our model by comparing the retained chronology to the true one.

For a given \( \theta \), the verification algorithm is explained in Algorithm 2 (Table 3).

The results (Fig. 7) show the rapid loss of coherency over the interannual band as more age errors (increasing \( \theta \) parameter) are introduced in the time series. Indeed, the \( \theta = 0.001 \) case brings the vast majority of the time-uncertain ensemble spectra under the coherence spectrum of the original time series, and the \( \theta = 0.05 \) case suppresses nearly all the coherence for periods shorter than 4 years, and greatly subdues the original peak around 5 years.

For \( \theta = 0.05 \), the optimization principle failed to identify the correct age model, as no single realization of the corrected ensemble presented high GMSC values in the interannual band. The issue stems from the very high dimensionality of the space of plausible age corrections (Table 2), which results in the inability of our sampled ensembles to span the solution space effectively. We attempted to use a Latin hypercube sampling scheme in an effort to cover the solution space effectively; however, we did not notice any major improvement compared to the Monte Carlo ensemble results. More work is required here to find efficient sampling techniques.

One way to evaluate the potential of this method to accurately portray uncertainties is to compute the actual coverage rates (Guttman, 1970) of CIs derived from our ensemble. To do so, we evaluate the probabilities that the ensemble CIs cover the original data set, and compare those to their nominal value of 95 \% (Table 4). As \( \theta \) increases, so do time uncertainties, thereby widening the confidence interval of the ensemble. The coverage probability remains high for all \( \theta \), since the error-free data lie within the corrected ensemble nearly 98 \% of the time. Our CIs are thus slightly conservative.

While the difficulty in solving this NP-hard optimization problem gives little hope of finding the correct age model even for the smallest \( \theta \) (note from Table 2 that the expected number of plausible chronologies to correct 1 \% age errors is on the order of 10^{15} \),), we here show that the coherence-based optimization principle can indeed bring the age model closer to the correct one.

To see this quantitatively, one first needs to define a distance over age model space. The Hamming distance \( d_H (x, y) \) (Hamming, 1950) between two vectors \( x \) and \( y \) in \( \mathbb{R}^n \) provides such a metric. \( d_H (x, y) \) is defined as the proportion of corresponding coefficients positions in which they differ, i.e.,

\[
d_H (x, y) = \frac{1}{n} \sum_{i=1}^{n} d_i,
\]

where

\[
d_i = \begin{cases} 1 & \text{if } x_i = y_i \\ 0 & \text{otherwise.} \end{cases}
\]

Because departures from unity in \( \Delta \) are of prime interest, this metric is a good one to differentiate time-shifted records from one another. We generalize the Hamming distance to our matrix case simply by computing and adding together the distances at each location \( j \), then dividing by \( p \).

In the following experiment, we sample ensembles of chronologies in a restricted neighborhood around a reference age-perturbed data set \( C^* \). In this context, for each time perturbation in \( C^* \), we sample an age correction within a neighborhood of size \( 2 * N_v + 1 \), centered around a known miscounted band.

Four age-corrected ensembles are generated using a neighborhood size expanding from \( N_v = 1 \) to \( N_v = 10 \) annual bands on either side of the true one. For each sampled realization, we evaluate the Hamming distance to the error-free chronology and compute the global coherence spectrum. For each ensemble, we construct its corresponding Hamming distance distribution and extract the realization that maximizes the GMSC according to Algorithm 1 (Table 3). In Fig. 8, the results for each ensemble is color-coded so that one can relate the coherence spectra to the Hamming distance distributions. The green color refers to the reference perturbed data set with an error rate \( \theta = 0.05 \), and the red is reserved for the original time series. The dark blue, blue, pink and light brown show the results for \( N_v = 1, 4, 7, \) and 10, respectively. We observe an increase in the mean of the distance distribution as the size of the neighborhood \( N_v \) expands, yet for all the realizations the distance to the error-free chronology was reduced relative to the distance between the reference and the true chronologies. This experiment shows that when the age-model ensemble includes the true solution, the optimization principle tends to effectively correct the errors, in the sense that it reduces the Hamming distance between the original and corrected chronologies. On the other hand, the realization that maximizes the GMSC for each neighborhood ensemble does not consistently minimize the Hamming distance (see the vertical bars of the ensemble color in the bottom Fig. 8); however, it, on average, appears on the lower half of each Hamming distance distribution. The black curve in the coherence spectra figure and the line of the same color in the Hamming distance plot refer to
Table 3. Computational steps to identify an optimal chronology.

Algorithm 1: Coherency-based optimization

Input: $\zeta$, $L$, $\theta$
Output: $l^*$
1. Generate $L$ age perturbation realizations (Equation A5),
$\Delta = \{\Delta^{(1)}, \Delta^{(2)}, \ldots, \Delta^{(L)}\}$. Interpolation onto this new grid
yields $L$-corrected data matrices $\zeta = \{\zeta^{(1)}, \zeta^{(2)}, \ldots, \zeta^{(L)}\}$.
2. Use SSAM reconstruction to estimate the missing values of each candidate data.
3. Compute the GMSC $\gamma^2_1$ of each realization $\zeta^{(l)}$.
4. Maximize coherency in the interannual band

$$l^* = \arg \max_l \left( \int_{\omega_1}^{\omega_2} \gamma^2_1 (\omega) \, d\omega \right),$$

with $\omega_1 = 2\pi/(8\text{yr})$, $\omega_2 = 2\pi/(2\text{yr})$.

Algorithm 2: Age model identification

Input: $\zeta$, $L$, $\theta$
Output: Confidence interval, coverage probability, $l^*$
1. Generate a reference age perturbed chronology $\tau^*$ with
$\theta_1 = \theta_2 = \theta$.
2. Interpolate data $\zeta$ onto $\tau^*$ using SSAM, yielding $\zeta^*$.
3. Generate $L$ correction matrices (Equation A5)
$\Delta = \{\Delta^{(l)}; l = 1, 2, \ldots, L\}$ and corresponding corrected
candidate data $\zeta_c = \{\zeta_c^{(l)}; l = 1, 2, \ldots, L\}$ from reference data
$\zeta^*$.
4. Compute 95% confidence intervals for $\zeta_c$.
5. Compute the coverage probability of $\zeta_c$.
6. Find $l^*$ from Alg. 1.

Table 4. Time-uncertain ensemble 95% CI width means $\mu$ and standard
deviations $\sigma$, and probabilities of the ensemble CI covering the
original data with respect to $\theta$.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>0.01</th>
<th>0.03</th>
<th>0.05</th>
<th>0.07</th>
<th>0.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI width, $\mu$</td>
<td>0.38</td>
<td>0.47</td>
<td>0.50</td>
<td>0.53</td>
<td>0.55</td>
</tr>
<tr>
<td>CI width, $\sigma$</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>Coverage rate</td>
<td>0.97</td>
<td>0.99</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Fig. 7. Global coherence spectra for time-uncertain ensembles generated with $\theta_1 = \theta_2 = 0.001$ (orange), $\theta_1 = \theta_2 = 0.01$ (dark blue) and $\theta_1 = \theta_2 = 0.05$ (gray). The ensemble medians are illustrated in dashed lines, and their corresponding colored patches represent the ensemble 95% CIs. The thick red curve is the coherence spectrum of the error-free time series.

5 Discussion

In this article, we put forth a probabilistic model for layer-counted chronologies. The model was designed for univariate as well as multivariate data sets, and is flexible enough to accommodate location-specific and asymmetric error rates. We used this model to generate ensembles of time-uncertain data sets, which we analyzed using spectral methods and principal component analysis.

In the univariate case, we showed that age perturbations tend to blur variability between interannual and multi-decadal scales. In the multivariate case, we showed that even small age offsets between records may significantly lower coherency between records, producing an apparent amplitude modulation of high-frequency signals. These short-term phase interferences thus led to long-term effects, exaggerating low-frequency variability at the expense of interannual signals. This suggests that at least part of the reason for the observed nineteenth century increase in the amplitude of low-frequency variability (Ault et al., 2009) could be the presence of age errors.

We also attempted to correct for age errors using an optimization principle based on the global coherence of a multivariate record. The large dimensionality of the age model space, however, made the random sampling scheme an inefficient method of exploration. There is no easy way around this problem. Nonetheless, we showed that our optimization strategy was able to correct dating errors when sufficient restrictions were placed on the solution space, provided the mutual information was sufficiently strong.
Fig. 8. Coherence spectra (top) and Hamming distance distributions to the original chronology (bottom) for ensembles of chronologies sampled around the reference perturbation matrix (with $\theta = 0.05$), in restricted neighborhood of sizes $2 \times N_v + 1$ for $N_v$ increasing from 1 to 10. The thick red curve represents the coherence spectrum for the error-free data, the results related to the reference perturbed data set are shown in green, and plotted in black are the results for the ensemble realization (sampled across the entire solution space) that maximizes the GMSC for the neighborhood ensembles (shaded areas): the 95% CIs and Hamming distance distributions, and corresponding realizations maximizing the GMSC (solid lines) are shown in dark blue, blue, pink and light brown for $N_v = 1, 4, 7$ and 10, respectively.

There are important limitations to our study. First and foremost, our framework assumes that the error rates are known. Ideally, one would estimate the miscounting rate parameters ($\theta_1, \theta_2$) from the data, which could be done in the presence of independent information (replicated annual cycles in multiple types of observations, absolute or independent age information), and/or information such as the cumulative number of material hiatuses, which may be correlated to the likelihood of missing or double-counted events (e.g., Brown et al., 1992; Alley et al., 1997a; Juillet-Leclerc et al., 2006; Aibert and Kinsley, 2008; DeLong et al., 2013). Future work with the uncertainty algorithm might use such information to empirically and adaptively reset accumulated age errors.

We also restricted our analysis to symmetric error rates, which is an unlikely scenario according to DeLong et al. (2013), who emphasized that double counting is typically more common than missing years in coral records from the reefs offshore of Amédée Island. Considering that the events perturbing the chronologies are hidden states of the process and are not being directly measured, a maximum likelihood principle would have to be employed to evaluate the error rate, which substantially complicates the problem of designing a likelihood function. However, when the common signal driving the record is strong enough, a coherency-based Bayesian approach could potentially learn from the data. In this case, one would relax the assumption of known miscounting rate parameters ($\theta_1, \theta_2$) in favor of prior distributions on those parameters, which would incorporate as much scientific information as possible. In this regard, one should note that most geochronologies are developed with the purpose of producing the single best representation of past changes. There would be merit in also providing raw chronologies so that the error rate may be estimated via comparing it with other, absolutely dated records (for instance, historical observations or chronostratigraphic markers). In other words, we urge field scientists to report all the chronological information relevant to the characterization of these error rates, rather than exclusively seeking to reduce them, as this would greatly aid the quantification of uncertainties associated with each record.

Second, we assumed that time perturbations follow a homogeneous Poisson process, with a uniform and symmetric rate for all pseudocorals considered. In nature, each record will display a different rate, and in situations of uneven dating conditions (e.g., annual bands being more or less visible in a given time interval; see Fig. 1b) an inhomogeneous Poisson process would constitute a more suitable model within a single record. The error rate could change with the location and age of the sample, and be informed by local expertise to account for known climatic events that could have affected the coral growth structures. Assessments of where and when corals might have over- or undergrown impose restrictions on the age model space, which would greatly improve the ability of our optimization principle to identify the correct chronology.

Third, we assumed that age perturbations taking place at different locations are independent. Nonetheless, one could easily conceive of a scenario in which a regional phenomenon, such as ENSO extremes, would simultaneously affect the growth of all corals located in one area. The model would therefore have to include regional random time
perturbing trends in variance obtained from the average of age-uncertain records as reflecting a response to external forcing may be perilous. At the very least, a probabilistic model such as the one proposed here can provide a null hypothesis against which to assess such trends.

More generally, a model such as this one may be used to evaluate the plausible impact of dating uncertainties on all manner of inferences derived from time-uncertain records. Just as proxy system models are now becoming a standard tool to interpret environmental controls in paleoclimate proxies, chronological models should become an integral component of proxy system models for age-uncertain paleodata, so that they may be used to improve interpretation, reconstruction, uncertainty estimation, and data–model comparison studies (Evans et al., 2013). Because chronological errors might themselves depend on climatic events (see Introduction), a complete proxy system model should in fact allow environmental controls to influence chronological information.

We hope this study stimulates a discussion on how to best represent chronological uncertainty in layer-counted proxy archives and leads to a better characterization of these uncertainties.
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Appendix A

Stochastic model derivation

The stochastic model used to characterize the age uncertainties may be derived as follows: let us denote by \( N_i : i = 1, 2, \ldots, n \) independent and identically distributed random variables on the probability space \( \{ \Omega, \Sigma, \Pr \} \) representing the miscounting events on observed layers. Each \( N_i \) is a counting process on \([t_i, t_{i+1})\) taking values in the sample set \( \Omega \) of non-negative integers and \( N_i = 0 \) if the layer was counted accurately. Let the stochastic process \( \{ N(t) : t_1 \leq t \leq t_n \} \) equal the number of age perturbations in our data in the time interval \([t_1, t_n]\); then \( N(t_i) = \sum_{k=1}^{n} N_k \) is also a counting process. Because of the earlier assumption on the most recent observation being known exactly, we can write that \( N(t_1) = 0 \). We also parameterize the miscounting error rate by \( \theta \) such that \( E(N_i) = \theta \), and we can prescribe our simulations to accumulate on average \( \theta n \) perturbations. Recognizing that the chances of miscounting more than 2 years per band are slight, one may write

\[
\Pr[N(t + h) - N(t) = 1] = \theta h + o(h), \quad (A1)
\]

\[
\Pr[N(t + h) - N(t) \geq 2] = o(h)^2, \quad (A2)
\]

One recognizes \( N(t) \) as a Poisson process with rate parameter \( \theta \) (e.g., [Suhov and Kelbert, 2008, theorem 2.3.2b]). When the level of confidence in a particular chronology is such that \( \Pr(N_i) > 1 \) is negligible, a Bernoulli process would be a suitable approximation for \( N(t) \) with \( \Pr(N_i = 1) = \theta \), and \( N(t_i) \) would follow a Binomial distribution \( B_i(\theta, \theta) \). Age perturbations when counting layers fall in one of two categories: one can either miss (type 1) or double-count (type 2) a band, so we classify perturbation events into those two types. Let \( \{ \rho_i^1 : i = 1, 2, \ldots, n \} \) count the number of missing layers between layers \( i - 1 \) and \( i \) and \( \{ \rho_i^2 : i = 1, 2, \ldots, n \} \) count the number of duplications of layer \( i \) with rate parameter \( \theta_1 \) and \( \theta_2 \), respectively; then, if we assume that the two types of events are independent, we can write that \( N_i = \rho_i^1 + \rho_i^2 \) and \( \theta = \theta_1 + \theta_2 \). The assumption of independence simplifies the problem’s treatment, though it is obviously an idealization. In practice, the probability of a layer being counted as part of both categories is generally so low that it does not materially affect the results. A stochastic parameterization of the increment matrix may thus be expressed as follows:

\[
\forall i \in [1, n-1], \quad \Delta_i = 1 + \rho_i^1 - \min\left(\rho_i^2, 1\right), \quad (A3)
\]

where the perturbations \( \{ \rho_i^k : k = 1, 2 \} \) are random variables representing Poisson increments in \([t_i, t_{i+1})\) with rate \( \theta_k > 0 \) or the outcomes of a Bernoulli process with trial probability \( \theta_k \). In both instances, one may choose parameters so that the variables are zero most of time, except for a relatively small fraction (say 5%) when they are positive, so \( \Delta_i > 1 \) when \( \rho_i^1 > 0 \) (i.e., a year is missing) or \( \Delta_i < 1 \) when \( \rho_i^2 > 0 \) (i.e., a band was doubled). It follows that the chronology verifies

\[
t_i = t_{i-1} - \sum_{k=1}^{n} \rho_i^1 + \sum_{k=1}^{n} \min(\rho_i^2, 1). \quad (A4)
\]

Extending the model formulation to multivariate banded data sets, and indexing by \( j \) the record location, the matrix of time increments is expressed as

\[
\Delta_{ij} = 1 + P_i^1 - \min(P_i^2, 1) \quad (A5)
\]

and the chronology matrix verifies

\[
t_{ij} = t_{i-1} - \sum_{k=1}^{n} P_k^1 + \sum_{k=1}^{n} \min(P_k^2, 1). \quad (A6)
\]

In the Poisson case, if we denote by \( N_1(t) \) and \( N_2(t) \) the number of events \( \sum_k \rho_k^1 \) and \( \sum_k \rho_k^2 \) until time \( t \), respectively, then the difference between the two Poisson processes \( N_1(t) - N_2(t) \) is known to follow a Skellam distribution [Skellam, 1946] with parameters \( \lambda_1 = \theta_1 t \) and \( \lambda_2 = \theta_2 t \), which is given by

\[
\Pr\{N_1(t) - N_2(t) = k\} = e^{-(\lambda_1 + \lambda_2)} \left(\frac{\lambda_1}{\lambda_2}\right)^{k/2} I_k\left(2\sqrt{\lambda_1 \lambda_2}\right), \quad (A7)
\]

where \( I_k(x) \) is a modified Bessel function of the first kind (e.g., Abramowitz and Stegun, 1965). The Skellam distribution is plotted in Fig. A1, and we here summarize its main properties:
1. Its mean is equal to \( \lambda_1 - \lambda_2 \), its variance to \( \lambda_1 + \lambda_2 \).

2. For \( \lambda_1 = \lambda_2 \), the distribution is symmetric, centered at zero.

3. For \( \lambda_1 = \lambda_2 \) large enough, it is well approximated by a normal distribution \( \mathcal{N}(0, \lambda_1 + \lambda_2) \); thus the difference between the Poisson model and the binomial model (which also converges to a normal distribution) becomes negligible.